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Abstract

Smartphones are widely applied in various applications because of the recent developments in mobile sensing and wireless communication technologies. For senior care, location-based fall detection and alarm systems are necessary. This paper applies a smartphone as a location-based platform and considers accelerometers to detect the fall in the aged. On the basis of three-axis accelerometers, one can determine the state of a fall. Moreover, Kinect is used to assist the smartphone fall detection system and to reduce false detections in the smartphone fall detection system. With depth data collection, this study extracts the skeletal joints from the color and depth streams for fall detection. Kinect and smartphone sensors can be combined to obtain sufficient information. When a fall occurs, the magnitude suddenly increases to more than 2.5 g and the tilt angle variation exceeds 40°. The Kinect sensor is provided the skeleton model and the images to recognize the fall for double-check. The images obtained during the falling motion can be transmitted to the web server. Then, the proposed server can indicate the location of the detected fall. Activity monitors are used to monitor fall movements from the web server.
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1. INTRODUCTION

Fall detection systems are divided into three main categories, namely, wearable, ambience-based, and vision-based devices (Mubashir et al., 2013; Igual et al., 2013). Posture, inactivity, and motion can be detected by these devices. The number of systems for detecting these aspects of fall has increased dramatically. Smartphones and many kinds of sensors, such as global positioning satellite (GPS) sensors, magnetic sensors, and accelerometers, have been used widely in recent years (Miao et al., 2015). As a smartphone sensor, the accelerometer can be used to determine and monitor the falling motion efficiently. The smartphone is designed to require low battery power consumption. Figueiredo et al. (2016) explored the fall
information provided by the accelerometer, magnetometer, and gyroscope sensors in a smartphone. A simple and reliable algorithm for fall detection is proposed using a threshold-based approach. Aguiar et al. (2014) presented a smartphone-based fall detection system that uses a combination of acceleration information derived from machine learning classification. Abbate et al. (2012) recognized fall-like activities of daily living on the basis of the acceleration patterns of smartphones and significantly reduced the number of false alarms.

Kinect is a low-cost sensor in which the device features a red, green, and blue (RGB) color camera, a depth sensor using an infrared (IR) projector, and an IR camera, which can also help detect the location of a person in three-dimensional (3D) space (Han et al., 2013). Gasparrini et al. (2014) proposed an automatic fall detection method based on the Kinect sensor. The tracking algorithm allows one to extract the fall motion of a human subject. Yang et al. (2016) presented a fall detection method of elderly people in a room on the basis of shape analysis of 3D depth images captured by a Kinect sensor. Mastorakis and Makris (2014) measured the falling velocity based on the 3D bounding box. The system can detect falls accurately on walk. Our study proposed the skeleton-based fall detection method using the Kinect sensor. The mere use of portable sensors may not be sufficient to detect accidents immediately and to detect the falling motion of older adults. In recent years, a depth sensor has been widely developed, and the cost is rapidly reduced. The depth sensor includes two cameras for capturing depth information and image data. Stone and Skubic (2015) proposed an approach that adopts the Kinect sensor with decision tree for fall detection. However, depth information is insufficient for accurately detecting fall incidents.

This study considers the skeletal model from Kinect SDK and the accelerometer signal from smartphones to improve the accuracy of fall detection. The flowchart is shown in Figure 1. In this study, the combination of smartphone and Kinect sensors can provide fall detection information. These fall detection systems depend on motion information and fall characteristics, such as tilt angle (TA) and signal vector magnitude (SVM) from smartphones (He et al., 2012). Moreover, the height and velocity of the head can be used to detect the falling motion of a user through Kinect. If the head height is lower than the threshold, then the fall can be detected. At the same time, the images of the fall can be transmitted to the web server. If one man falls down, then the GPS location and corresponding images are shown from the web server. The web server sends a notice to the family and health center immediately. Through this process, users can monitor the fall of elderly people using the web server.
2. MATERIAL AND METHOD

2.1. Microsoft Kinect sensor

Microsoft's Kinect sensor was released five years ago. With the novel technology in depth data collection, Kinect provides researchers one aspect lacking in traditional studies. The Kinect sensor is originally designed for the gaming console Xbox 360, which is completely different from traditional consoles. The sensor is characterized by its ability to acquire depth data. Depth data can be transformed into a color point cloud for many applications. The Kinect sensor is a composite device with several sensors (Figure 2), such as color (RGB) camera, IR emitter, and IR camera. The Kinect can obtain RGB and IR images at 640 x 480 pixel resolution and 30 frames per second (FPS) (Figure 3). The depth image also provides practical information for fall detection. The specifications of Kinect are shown in Table 1.
Figure 2: Microsoft Kinect sensor
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Figure 3: RGB (left), IR (middle), and depth (right) images obtained by Kinect

Table 1: Kinect specifications

<table>
<thead>
<tr>
<th>Specification</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Viewing angle (VFOV/HFOV)</td>
<td>43° vertically/57° horizontally</td>
</tr>
<tr>
<td>Vertical tilt range</td>
<td>±27°</td>
</tr>
<tr>
<td>Frame rate (depth and color stream)</td>
<td>30 FPS</td>
</tr>
<tr>
<td>Color image resolution</td>
<td>1,280 × 960 pixels at 12 FPS</td>
</tr>
<tr>
<td></td>
<td>640 × 480 pixels at 30 FPS</td>
</tr>
<tr>
<td>Depth image resolution</td>
<td>640 × 480 pixels at 30 FPS</td>
</tr>
<tr>
<td></td>
<td>320 × 240 pixels at 30 FPS</td>
</tr>
<tr>
<td></td>
<td>80 × 60 pixels at 0 FPS</td>
</tr>
<tr>
<td>Depth sensor range</td>
<td>1.2 m to 3.5 m</td>
</tr>
</tbody>
</table>
2.2. Skeletal Model

With the rapid advancement of computer vision technology, many studies have focused on human motion recognition (Aarai and Andrie, 2013). The complexities of human motion recognition have increased because of high-dimensional data and intra-class variability caused by scale, viewpoint, and illumination (Wang et al., 2013).

On the basis of the images obtained from the IR and RGB cameras, this study extracts the skeletal joints from color and depth streams. The depth stream includes the data on coordinates in each frame and incorporates these data with the color stream to detect the human skeleton joints by computer vision methods. The skeletal model of body parts are defined to be localized near 20 skeletal joints in Figure 4. Thus, the 3D locations of the skeletal joints can be applied for fall detection.

Figure 4: Skeleton tracked by Kinect

2.3. Skeleton-based Fall Detection System

Figure 5 shows the skeleton model in the fall detection system. The skeleton model is divided into frames corresponding to the depth and color streams to analyze the skeleton joints in sequential time. After requiring a skeleton stream from the skeleton model, the points of interest (e.g., head) are extracted to calculate the risk value. In a fall detection system, two key parameters, such as head speed and head height, determine the risk value. Head speed is derived from the coordinates of head joints based on the displacement of the head joint within two frames. Meanwhile, head height is determined by the offset between the joints of the head and feet.

Compared with regular movements, a fall is assumed to occur with fast head speed (>0.2 m/s) and low head height (<50 cm). Actually, when a fall ensues, the risk
value increases with time. If the risk value is more than a certain threshold, then the system recognizes the fall incident.

2.4. Fall Detection System using a Smartphone

A simple formula can be used for fall detection using smartphone accelerometers. The coordinate system of the smartphone is shown in Figure 6. SVM can be represented as

\[
SVM = \sqrt{(a_x)^2 + (a_y)^2 + (a_z)^2},
\]  

(1)

where \(a_x\) is the x-axis acceleration, \(a_y\) is the y-axis acceleration, and \(a_z\) is the z-axis acceleration. When the SVM value is greater than the threshold, a fall is assumed to occur. The test results identified SVM as the most suitable parameter at a threshold of 2.5 g (He et al., 2012).

TA was defined as

\[
TA = \arcsin\left(\frac{a_y}{\sqrt{(a_x)^2 + (a_y)^2 + (a_z)^2}}\right).
\]  

(2)

If TA variation is higher than the threshold of 40°, then it is classified as fall or lie.
Figure 6: Three smartphone axes

2.5. Image Transmission and Web Server Browser

Displaying real-time information is important in monitoring older adults in real time. Furthermore, the color stream is also helpful in acquiring the details of the fall. Figure 7 shows the Kinect GUI of the fall detection system. The upper-left panel presents the head speed of the user, the upper-middle panel shows the head height information, and the upper-right panel displays the risk value based on head speed and height. In the bottom portion of Figure 7, the color image is at the left side and the depth image with skeletal model is at the right side. The color stream and the depth stream with the skeletal model are also represented on the GUI of the fall detection system.

In this study, the web server is implemented to integrate two fall detection systems. The smartphone-based fall detection system provides the SVM and TA information to analyze the falls. For emergency demand, understanding the position of the scene is important for decision making. Therefore, a smartphone also sends the GPS data to the web server and records all sensor data. In the Kinect fall detection system, the system can store the sequential images. Once the accident occurred, the system sends the immediate images at the time of the accident to the web server. These images can help increase the understanding of such accidents and recover the details of the fall. Figure 8 presents the GUI of the web server browser. The left panel presents the detection information from the smartphone, and the right panel shows the sequential images from the Kinect fall detection system.
Figure 7: Kinect GUI for fall detection

Figure 8: Web server GUI
3. RESULTS AND DISCUSSION

In this study, two fall detection systems are integrated to analyze fall accidents transmitted to the web server. The experiments considered two highly confusing cases, falling and sitting, to evaluate the performance of the integrated fall detection system.

3.1. Case of Falling

In this case, the fall motion is detected by the detection system. The user holds the smartphone and simulates a fall. As mentioned in the section on the smartphone fall detection system, the SVM value reflects the acceleration magnitude of the fall. The TA of the device with respect to the user is shown. If the user falls down, then the SVM and TA values exceed the threshold. Figure 9 shows the SVM and TA data with the time recorded from smartphones. The x-axis is the time and the y-axis is the SVM and TA values. The plot shows that the SVM suddenly increases to 25 m/s$^2$ over 2.5 g and the TA variation exceeds 40° when the user falls. The sequential images are sent to the web server to display the incident.

Figure 9: Temporal SVM and TA (m/s$^2$ and degree, respectively) for falls

The Kinect detection system is used to assist the smartphone fall detection system to ensure that the fall detection system completely detects the accident. The Kinect sensor provides the skeleton model and the images to recognize the falling motion. Figure 10 presents the head velocity and height when the fall accident occurs. The figure shows the irregular fluctuation of head speed and the rapid descent of head height. In the system, the falling risk value increases linearly with time. When the risk value is higher than the threshold (e.g., 1 min), the line color is transformed from black to red to remind the user when the accident occurs. In Figure 11, all information is sent to the web server to evaluate the fall system. The image data from Kinect and falling time is sent to the web in the left and right panels. Through double recognition, the integrated system is more precise than the use of only one system for fall detection.
Figure 10: Head velocity and height in a fall case

Figure 11: Web server in a fall case
3.2. Case of Sitting Down

In this study, the integrated system is simulated and tested in various cases. In the case of sitting down, the smartphone-based detection system is used to detect a fall. When the user suddenly sits down on a chair, a strong SVM value is detected from the smartphone. The TA value is also affected by a sitting down movement. The value change of the TA rapidly increases (Figure 12). However, if the Kinect is used to check for fall detection, then the system only recognizes the action as a simple sitting down movement. In Figure 13, the color image clearly shows the user sitting on a chair. Although the head speed is randomly increased, the stable head height renders the risk value lower than the threshold. Finally, the images from the web server are shown as cases of sitting down.

This study introduces a real-time algorithm that utilizes the human 3D skeleton joints expressed in world coordinates. Head height and velocity are acquired from the skeleton joint from Kinect. The information can be used to determine whether a particular activity is a fall or not. The fall detection system can accurately and robustly detect a fall when it occurs without false detections. False detection can be reduced by the combination of the smartphone and Kinect sensors. Only the smartphone detects falsely. If the two approaches are integrated, the system can view the actual state of the fall motion. After system detection, the web server displays the corresponding information on a family member or friend’s smartphone. The system provides the information of the location of the user and sends a notice to the family, friends, or help center of the subject immediately.

Figure 12: Temporal SVM and TA (m/s² and degree, respectively) for sitting down
3.3. Discussion

Figure 14 shows the fall detection cases of the subjects with smartphones placed in their shirt or pant pockets. The test subject then walks and falls. When the fall occurs within the red window box, the SVM suddenly increases to 25 m/s² over 2.5 g and the TA variation exceeds 40°. The results show that such falls can be detected robustly. A robust fall detection system must be highly reliable. The detection rate decreases relative to that in an experimental environment when the system is applied to a real situation. Thus, producing reliable results for actual applications becomes problematic (Igual et al., 2013; Feldwieser et al., 2014). Our study proposes a detection approach that combines information from smartphone and Kinect sensors, and the accuracy of the results is reinforced by visual verification from the server. However, sensor-based approaches are used in automatic fall detection systems (Mubashir et al., 2013). For example, using smartphone sensors is a pervasive and economical strategy. However, such approach is vulnerable to inconsistencies in various cases and is challenged in distinguishing between similar motions, such as falling and sitting. By using Kinect sensors, the algorithms can analyze head velocity and height. This method reduces the probability of false detections. In this study, dual models are applied and projected to minimize false judgments. The Kinect sensor is fixed in a room environment, whereas the smartphone is carried by the subject. Each of the systems contributes in achieving accurate detection. The Kinect
sensor provides information to help the system diminish errors. Given the power requirement, the Kinect sensor can be fixed in a highly lit area. Multi-camera systems are advantageous because the cameras complement each other for to achieve robust detection (Sathyanarayana, 2015). Multiple Kinect sensors are projected to be used in fall detection in the future. With the increasing pervasiveness of microsensors and infrastructure, the detection method can be extended to high-resolution and real-time systems.

Figure 14: Fall detection by smartphones placed in the pockets of (a) pants and (b) shirts

4. CONCLUSION

This study integrates Kinect and smartphone to improve performance in fall detection. This presentation discusses the fall detection system and provides a prototype implementation to highlight the effectiveness of integrating sensor information for fall detection. Smartphone and Kinect sensors are combined to obtain sufficient fall information. Smartphone data are used to analyze and detect fall motion. The Kinect sensor provides the skeleton model and the images for
recognizing falls. Through both means, the fall detection system can robustly detect a fall with a reduced rate of false detections.
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